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 Abstract. Models in behavioural relationship marketing suggest that relations 
between the customer and the company change over time as a result of the 
continuous encounter. Some theoretical models have been put forward 
concerning relationship marketing, both from the standpoints of consumer 
behaviour and empirical modelling. In addition to these, this study proposes the 
hidden Markov model (HMM) as a potential tool for assessing customer 
relationships. Specifically, the HMM is submitted via the framework of a Markov 
chain model to classify customers relationship dynamics of a telecommunication 
service company by using an experimental data set. We develop and estimate an 
HMM to relate the unobservable relationship states to the observed buying 
behaviour of the customers giving an appropriate classification of the customers 
into the relationship states. By merely accounting for the functional and 
unobserved heterogeneity with a two-state hidden Markov model and taking 
estimation into account via an optimal estimation method, the empirical results 
not only demonstrate the value of the proposed model in assessing the dynamics 
of a customer relationship over time but also gives the optimal marketing-mixed 
strategies in different customer state. 

Keywords: customer’s relationship management; hidden Markov model; Markov 
chain; transition probability; estimation. 

 

 

INTRODUCTION 

In interactive marketing, the lifetime value of a 
customer is very vital and useful, especially given 
the fact that we are in the age of relationship mar-
keting [27]. An essential attribute of service qual-
ity is the direct interaction with customers and 
having customer-oriented behaviours [29]. Cus-
tomer relationship management (CRM) is a set of 
process and enabling systems supporting a busi-
ness strategy to build long term, profitable rela-
tionship with the customers [23]. For [6] CRM is a 
customer-focused business strategy that creates 
and adds value to the company and its customers. 
The author [9] presents the usefulness of CRM for 
some managerial problems, chiefly the budgeting 
of marketing expenditures for customer acquisi-
tion. CRM is also used to allocate spending across 
media (mail vs telephone vs television) and pro-
grams (gift vs special price); it furthermore in-
forms decisions for retaining existing custom-
ers [18]. Author [19] avers that its use helps firms 
to achieve a strategic competitive advantage. It 
had developed as an approach based on maintain-
ing positive relationships with customers, 

increasing customer loyalty and expanding cus-
tomer lifetime value [2]. 

Despite the wide adoption of CRM in the business 
world, the academic community has been lagging 
in developing models that could help businesses 
analyze transaction data to assess customer rela-
tionships and put forward a support system for 
marketing decisions. 

Lately, marketing modellers started to address 
this gap by developing models of customer life-
time value [15, 28, 31]. However, far less attention 
has been given to modelling the dynamics of cus-
tomer relationships and the effect of relationship 
marketing actions on customer-brand relation-
ships and the customer’s choice behaviour.  

In addition to the many available tools to assess 
customer relationships, one useful tool is the hid-
den Markov model (HMM). HMMs are widely 
used in science [22], engineering [29] and many 
other areas [26] and have been successfully ap-
plied in engineering problems such as speech 
recognition [30]. Advanced models such as 
higher-order HMM with applications in DNA se-
quences can be found in [7]. Authors [33] 
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proposed a methodology based on Partially Ob-
servable Markov Decision Processes (POMDPs) 
with general state and action spaces, under a frac-
tional discounted criterion, a model that combines 
the Hidden Markov Models with the Markov Deci-
sion Process by capturing both dynamics that de-
pend on unobserved states and effects of deci-
sions over time. However, not much work has 
been done in the field of marketing science. 

In an interest in finding patterns in customer rela-
tionships and discovering hidden relationship 
states, this study focuses on the use of the HMM to 
capture the correct dynamic buying behaviour of 
customers to services provided by a telecommu-
nication company in Nigeria, proceeding also to 
find their relationship state over some time. With 
the relationship states being a finite set which fol-
lows the markovian property, transitions be-
tween states are determined by the history of in-
teractions between the customers and the brand.  

 

Related Literature 

Research in the area of relationship marketing has 
been emerging in the past decade, both from the 
consumer behaviour perspective [14] and the em-
pirical modelling perspective [4, 28, 34]. Our focus 
will be on those relevant to this research. 

Authors [17] applied the probabilistic method of 
Markov chain to the systematic study of brand 
switching and brand loyalty. After that this appli-
cation developed slowly. Researchers tried to use 
it in other dimensions of CRM, such as analyzing 
and predicting unique customer behaviour [12, 
29]. Authors [37] applied a Markov chain model in 
quality function deployment to analyze customer 
requirements. Their proposed approach provides 
a decision-maker to investigate and then satisfy 
both present and future customers’ needs. There 
probabilistic nature of Markov chain has a crucial 
impression on decision making [25]. Authors [20] 
proposed a data mining model that considers e-
customer activities through a discrete-time semi-
Markov process. Researchers [21] use this model-
ling technique in a macro marketing decision 
level, applying the Markov decision process to 
forecast markets share and determine customer’s 
decision pattern in the diverse circumstances that 
are common. 

Authors [28] constructed and estimated a nonho-
mogenous HMM to model the transitions among 
hidden relationship states. They used HMM to 
overcome the problem of the unobserved state, as 

well as to describe a set of hidden conditions and 
changes between them; also, they translated these 
hidden states into observed customers’ behav-
iours. HMM often encountered researchers with 
estimating the models’ parameters. There are sev-
eral estimation methods and algorithms, such as 
expectation-maximization (EM). Authors [36] 
used this algorithm to estimate HMM’s parame-
ters and utilized the Viterbi algorithm to find 
some path which was describing customers mi-
gration pattern in an online retailer. Also, [32] ac-
cording to Bayesian rules obtained the conditional 
probability and calculated the Equation that was 
referred as likelihood function and then designed 
a classifier based on HMM for discovering which 
customer is loyal and which is not dedicated. Au-
thors [10, 24] used HMM as a portfolio optimiza-
tion technique. Their basic idea is to describe the 
essential movement of the stock price using HMM 
and to calculate the optimal portfolio using HMM’s 
recursive algorithms. Authors [37] constructed a 
specific HMM for web browsing, which could pro-
spect whether the users have the intention to pur-
chase in real-time. It can be useful to be ready for 
customers’ needs in the buying process and pre-
dicting repetitive customer attitude [5, 16, 29]. 

  

Model Development 

The hidden Markov model. Although initially intro-
duced and studied as far back as 1957 and early 
1970, the recent popularity of statistical methods 
of HMM is not in question. An HMM is a bivariate 

discrete-time process  
0

,k k k
X Y


 where  

is a homogeneous Markov chain which is not di-
rectly observed but can only be observed through 

 that produce the sequence of observation. 

 is a sequence of independent random var-

iables such that the conditional distribution of kY
 

solely depends on kX
 [1]. The underlying Markov 

chain  is called the state.  

An HMM is characterized by the following: N , the 
number of states in the model. We denote the 

state set as 1 2{ , , , }NS S S S= and the state at time 

t as tx  , tx S . 

The state transition probability distribution 

{ }ijA a= where 
1( ¦ ) ,

0,,1 ,

ij t j t i

ij

a p x S x S

a i j N

−= = =

  
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The observation probability distribution B. 

~ ( ¦ , )t t tY g Y X B  is observation 

density at time 𝑡, { ( )}jB b k=  gives the condi-

tional probability distribution of each observation 
symbol within a given hidden state with the defi-
nition of 

 denotes the thk  observa-
tion symbol per state.  

The initial state distribution 
{ }, ( ),1i i i ip x s i N  = = =   . For conven-

ience, we used the compact notation ( , , )A B =  

to indicate the complete parameter set of the 
model. Given the form of the HMMs, the goal is to 
find the best model for a given time series through 
optimally adjusting model parameters 

( , , )A B =  [1]. 

 

Hidden Markov Model of Customer Relationships 

The HMM presented here is an individual-level 
model of buying behaviour. We consider a set of 
customers, each of whom is involved in repeated 
interactions of the service provided by a telecom-
munication company. Accordingly, we define a set 
of hidden relationship states, which differ for the 
strength of the relationship between the customer 
and the brand and the conditional likelihood of 
choice given the relationship state. A first-order 
random walk model characterizes the stochastic 
relationship-states model. The transitions be-
tween the Markovian states are probabilistically 
determined and are affected by relationship en-
counters [28]. 

The proposed HMM consists of three main com-
ponents:  

(1) the initial state distribution (π),  

(2) a sequence of random walk transitions (Q) 
that is express in a probabilistic manner, the like-
lihood that the series of customer-brand interac-
tions in the previous period were strong enough 
to transition the customer to an adjacent state,  

(3) a vector of state-dependent choice probabili-
ties given the relationship states (m). The possi-
bility of observing a sequence of choices is defined 
[28] by: 

 

1 2

1 1

1 1 1 1
1 1 2 1

( , , )

( } ( ) ( )
T

i i i it it

N N N T T

i it t it t it it it t
s s s t t

P Y y Y y

P S s P S s S s P Y y S s− −
= = = −

= = =

 = = = = =    
  

 (1) 

where, 

itS  is customer i’s state at time t in a Markov pro-

cess with N states, and itY  is customer i’s choice at 

time t. 

 

Following Equation (1) the three components of 
the HMM are defined as follows: 

1) The initial state distribution – the probability 

that customer i  in state s  at the time one can be 
defined as: 

1( )i isP S s = = . 

2) The transitions – the probability that a cus-

tomer transitions from the state 1ts −  at the time 

1−t  to state ts  at time t can be defined as: 

11 1( )
t tit t it t is sP S s S s q
−− −= = =  . The transition ma-

trix is defined as, 

 
   State at t    
State at t-1 1 2 3 … N-1 N 
1 11q  12q  0 … 0 0 

2 21q  22q  23q
 

… 0 0 

              
 N 0 0 0 … 

1−NNq
 NNq

 

 

where 
' 1( ' )itss it itq P S s S s−= = =  is the conditional 

probability that individual i  moves to state 's  at 
time t  given in state s  at the time 1t −  and where 

'0 1 , 'itssq s s   and 
' ' 1.s itssq =  

 

Following the random walk transition, all terms 
that are two states or more away from the diago-
nal are set to zero. Each one of the matrix ele-
ments represents a probability of change to an ad-
jacent state or a likelihood of staying in the cur-
rent state. 

3) The state-dependent choice shows the proba-
bility that the customer will choose the product at 
time t conditioned on her state is defined [28] as:  

 

( 1 )
tit it t isP Y S s m= = =  

 

Most times, the model parameters are obtained by 
using the EM algorithm, which results in a 



Traektoriâ Nauki = Path of Science. 2020. Vol. 6, No 11  ISSN 2413-9009 

Section “Technics”   5014 

nonlinear optimization problem [7, 22, 28]. Still, 
the EM algorithm does not work for the HMM 
here, so an optimal estimation method is used for 
obtaining the transition probabilities among the 
hidden states which guarantee convergence and 
global optimum. 

 

Estimation procedure 

Here, the work presents the procedure used to es-
timate the model described above. In choosing the 
estimation procedure, we focus on properly ac-
counting for observed and unobserved heteroge-
neity. An optimal estimation procedure, according 
to [8], is used to estimate the model. The parame-
ter estimation method is an HMM with two hidden 
states and two observable states.  

The number of m hidden states and the stationary 
distribution of the hidden states is given by: 

 

),,,( 21 mt  =  

 

The number of n observable state and the station-
ary distribution of the observable states is 

(pi1, pi2, . . . , pin). 

 

Given an observed sequence of the observable 
states, the occurrences of each state in the series 
are calculated and hence the experimental distri-
bution q. If the hidden stats are ignored, the visual 
states follow the one-step transition probability 
matrix: 
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The vector p is the stationary probability distribu-

tion of 2. Therefore, the transition probabilities 
of the hidden states 

1 2( , , , )t m   =  

are obtained by solving 
min 2

2
p q


−   

subject to 
1

1
m

k
k


=

=  and 0k   

 

This is a standard constrained least square prob-

lem when .  is chosen to be the square of the L2-

norm. When .  is determined to be L1-norm or 

the L𝑎? 𝑧-norm, the resulting optimization prob-
lem are transformed into a linear programming 
problem.  

For the model having two hidden states (m = 2),  
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and therefore p  is the steady-state probability 

distribution. 

 

Given the observed distribution q of the observa-
ble states, then   is estimated by the following 
minimization problem [8]: 

min 2

2
p q


−   

 

subject to  or equivalently 
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Then the optimal value of  is given as follows: 

 

 

noting that 

 

 

Here, ...,  is the standard inner product on 

the vector space nR   

1 11 11 1( , , , )T

np p p p= and
2 21 22 2( , , , )T

np p p p=  

  is the angle between the vectors 2( )q p−  and 

)( 21 pp − . 

 

Empirical Results and Discussion 

Data Employed. The data records two services of-
fered by a telecommunication company in Lagos 
State, Nigeria and represented by ‘V’ (voice) and 
‘D’ (data). From the customer database, infor-
mation is obtained on the expenditure distribu-
tion of 93 randomly chosen customers on these 
services for four months. The customers are clas-
sified into two groups based on responses ob-
served. The data is split into two, which is the 
‘train data’ to build an HMM and the ‘test data’ to 
validate the constructed HMM. Given the expendi-
ture distribution of a customer observed from the 
customer’s sequence of purchases, and the aver-
age expenditure distributions, the estimation pro-
cedure above is used to compute the transition 
probability α in the hidden states. The parameter 
estimation procedure is done using the R statisti-
cal software. 

Through observing the responses of customers, 
customers are classified into two groups, among 
which 60 customers being loyal (Group 1) and the 
other 33 customers not-loyal (Group 2). For the 
train data, two-third of the customers are ran-
domly selected from Group 1 and Group 2. This 
implies that for the train data, 40 customers are 
randomly selected (these customers are labelled 
in the first 40 customers in Table 1) from Group 1, 
and 22 customers are selected from Group 2. The 
remaining 20 customers from Group 1 and 11 

customers from Group 2 are used for validating 
the constructed HMM. An HMM of two observable 
states (V and D) and two hidden forms (Group 1 
and Group 2) is built. From the information of the 
customers in Group 1 and Group 2, the probability 
distributions of customers’ purchases and the 
emission probability distributions for both groups 
are computed in Tables 1 and 2.  

 

Table 1 – Probability distribution of observations 
(Two-third of the data used to build the HMM) 

 Customer V D  Customer V D 
1 3 0.96 0.04 21 52 1.00 0.00 
2 8 0.99 0.01 22 55 1.00 0.00 
3 12 0.81 0.19 23 56 0.85 0.15 
4 19 0.92 0.08 24 58 0.96 0.04 
5 20 1.00 0.00 25 59 1.00 0.00 
6 23 0.94 0.06 26 61 0.93 0.07 
7 24 1.00 0.00 27 65 0.95 0.05 
8 25 0.88 0.12 28 66 0.88 0.12 
9 26 1.00 0.00 29 67 0.94 0.06 

10 29 0.98 0.02 30 68 0.98 0.02 
11 32 0.98 0.02 31 69 1.00 0.00 
12 33 0.99 0.01 32 71 1.00 0.00 
13 34 0.91 0,09 33 79 1.00 0.00 
14 36 0.98 0.02 34 86 0.86 0.14 
15 37 0.91 0.09 35 87 0.98 0.02 
16 38 0.96 0.04 36 90 1.00 0.00 
17 39 0.95 0.05 37 92 0.99 0.01 
18 42 0.90 0.10 38 93 1.00 0.00 
19 49 0.80 0.20 39 95 0.84 0.16 
20 51 0.97 0.03 40 96 1.00 0.00 

        
41 1 0.17 0.83 52 60 0.63 0.37 
42 2 0.28 0.72 53 73 0.51 0.49 
43 6 0.43 0.57 54 74 0.04 0.96 
44 7 0.72 0.28 55 81 0.74 0.26 
45 11 0.76 0.24 56 82 0.08 0.92 
46 17 0.78 0.22 57 83 0.08 0.92 
47 30 0.76 0.24 58 88 0.39 0.61 
48 46 0.65 0.35 59 94 0.57 0.43 
49 48 0.44 0.56 60 97 0.29 0.71 
50 50 0.59 0.41 61 99 0.53 0.47 
51 54 0.7 0.3 62 100 0.56 0.44 

 

Table 2 – Emission probabilities 
Group V D 

1 0.95 0.06 
2 0.49 0.51 

 

To find the corresponding optimal state given the 
observation sequence, the transition probability 
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 in the hidden states is computed with the func-
tion ‘optimize’ after defining a process   which is  

 
2min

0 1 1 2
1

(1 )
n

k k k
i

p p q   
=

+ − −  

where p  is the stationary distribution,  

p  =  0.94975  + 0.48636(1- )  0.05025  + 
0.51363(1- ) 

and q  is the probability distribution of the obser-

vation sequence of each customer. 

 

Table 3 – Train data - Transition probability   in the hidden states 
 Customer V D    Customer V D   
1 3 0.96 0.04 1.00 21 52 1.00 0.00 1.00 
2 8 0.99 0.01 1.00 22 55 1.00 0.00 1.00 
3 12 0.81 0.19 0.70 23 56 0.85 0.15 0.78 
4 19 0.92 0.08 0.94 24 58 0.96 0.04 1.00 
5 20 1.00 0.00 1.00 25 59 1.00 0.00 1.00 
6 23 0.94 0.06 0.99 26 61 0.93 0.07 0.96 
7 24 1.00 0.00 1.00 27 65 0.95 0.05 1.00 
8 25 0.88 0.12 0.85 28 66 0.88 0.12 0.85 
9 26 1.00 0.00 1.00 29 67 0.94 0.06 0.98 
10 29 0.98 0.02 1.00 30 68 0.98 0.02 1.00 
11 32 0.98 0.02 1.00 31 69 1.00 0.00 1.00 
12 33 0.99 0.01 1.00 32 71 1.00 0.00 1.00 
13 34 0.91 0,09 0.91 33 79 1.00 0.00 1.00 
14 36 0.98 0.02 1.00 34 86 0.86 0.14 0.81 
15 37 0.91 0.09 0.91 35 87 0.98 0.02 1.00 
16 38 0.96 0.04 1.00 36 90 1.00 0.00 1.00 
17 39 0.95 0.05 1.00 37 92 0.99 0.01 1.00 
18 42 0.90 0.10 0.89 38 93 1.00 0.00 1.00 
19 49 0.80 0.20 0.68 39 95 0.84 0.16 0.76 
20 51 0.97 0.03 1.00 40 96 1.00 0.00 1.00 
          
41 1 0.17 0.83 0.00 52 60 0.63 0.37 0.31 
42 2 0.28 0.72 0.00 53 73 0.51 0.49 0.05 
43 6 0.43 0.57 0.00 54 74 0.04 0.96 0.00 
44 7 0.72 0.28 0.50 55 81 0.74 0.26 0.55 
45 11 0.76 0.24 0.59 56 82 0.08 0.92 0.00 
46 17 0.78 0.22 0.63 57 83 0.08 0.92 0.00 
47 30 0.76 0.24 0.59 58 88 0.39 0.61 0.00 
48 46 0.65 0.35 0.35 59 94 0.57 0.43 0.18 
49 48 0.44 0.56 0.00 60 97 0.29 0.71 0.00 
50 50 0.59 0.41 0.22 61 99 0.53 0.47 0.09 
51 54 0.7 0.3 0.46 62 100 0.56 0.44 0.16 

 

This value of α was used to classify a customer: if 
α is close to 1, the customer is likely to be a loyal 
customer, and if α is close to 0 then the customer 
is expected to be a not-loyal customer. Based on 
the values of α for all the 62 customers listed in ta-
ble III, the values of α of the first 40 customers falls 
under Group 1 as it lies in the interval [0.68, 1.00]. 
In contrast, the importance of α between [0.00, 
0.63], of the remaining customers, falls under 

Group 2. Thus, the two groups of customers are 
separated by setting the cutoff value β to be 0.67.  

Furthermore, the decision rule is that a customer 
is classified to Group 1 if   , otherwise the cus-

tomer is classified to Group 2. 

Table 4 shows the HMM and the decision rule ap-
plied to the “test data” among which contains 20 
customers belonging to Group 1 and 11 belonging 
to Group 2.  
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Table 4 – The remaining one-third of the data for the validation of the HMM 
 Customer V D    Customer V D   
1 9 1.00 0.00 1.00 11 44 0.97 0.03 1.00 
2 10 1.00 0.00 1.00 12 45 0.94 0.06 0.98 
3 13 0.85 0.15 0.78 13 53 0.92 0.08 0.94 
4 16 0.90 0.10 0.89 14 57 0.96 0.04 1.00 
5 22 1.00 0.00 1.00 15 63 0.92 0.08 0.94 
6 27 0.97 0.03 1.00 16 64 0.97 0.03 1.00 
7 28 0.95 0.05 1.00 17 72 0.83 0.17 0.74 
8 31 1.00 0.00 1.00 18 77 0.86 0.14 0.81 
9 35 0.80 0.20 0.68 19 84 0.85 0.15 0.78 
10 41 0.98 0.02 1.00 20 98 0.98 0.02 1.00 
          
21 4 0.64 0.36 0.33 27 47 0.51 0.49 0.05 
22 5 0.35 0.65 0.00 28 62 0.47 0.53 0.00 
23 18 0.78 0.22 0.63 29 70 0.58 0.42 0.20 
24 21 00.57 0.43 0.18 30 76 0.58 0.42 0.20 
25 40 0.63 0.37 0.31 31 78 0.77 0.23 0.61 
26 43 0.77 0.23 0.61      

 

Table 5 – The transition probability  
States 1 2 

1 0.94 0.06 
2 0.24 0.76 

  

Table 6 – Stationary distribution  
States 1 2 
1 0.80 0.20 
2 0.80 0.20 

 

Tables 5, 6 are the transition probabilities and the 
long-term behaviour of the hidden Markov chain. 
The pattern of the one-step transitions of the cus-
tomers based on their purchases with cutoff 0.67 
separating the two related groups shows a higher 
percentage of loyal customers and a frequent 
movement from loyal customers to loyal custom-
ers. 

 

Empirical Findings 

Based on the analysis, the emission probability of 
the observations showed a 95% probability of a 
loyal customer making a purchase in service ‘V’ 
and a 49% probability of an unloyal customer 
purchasing service ‘V’ (see Table II). In measuring 
the loyalty of the customers to this service, the 
transition probability showed a 94% probability 
of a loyal customer remaining loyal and a 6% 
probability of a loyal customer becoming unloyal. 

It also showed a 76% probability of an unloyal 
customer remaining unloyal and 24% of an un-
loyal customer becoming loyal (see Table 5). This 
led to a higher possibility of an unloyal customer 
becoming reliable than a loyal customer becom-
ing unloyal. Loyal and unloyal customers were 
separated using cutoff value 0.67 which implied 
that a customer is loyal if 0.67   and is unloyal 
if 0.67  . A likely future state for a loyal or un-
loyal customer is predicted with an 80% possibil-
ity of a loyal customer remaining loyal and a 20% 
possibility of an unloyal customer remaining un-
loyal (see Table 6). 

 

CONCLUSION 

This study is based on modelling customer rela-
tionships as hidden Markov chains. The im-
portance of good customer relationships to any 
company cannot be over-emphasized. Every busi-
ness requires customers, but it is not enough to 
have customers, companies must be able to man-
age their customers and build good relationships 
with them. In this study, a Hidden Markov model 
(HMM) is utilized to study customer’s relationship 
dynamics of a telecommunication service com-
pany using data on purchases made by these cus-
tomers. The HMM developed in this research 
helped to relate the relationship-states Markov 
chain process to the observed buying behaviour 
by identifying customers purchases for two ser-
vices provided and then obtained the hidden rela-
tionship states of customers through the observed 



Traektoriâ Nauki = Path of Science. 2020. Vol. 6, No 11  ISSN 2413-9009 

Section “Technics”   5018 

sequence of investments made over some time. 
The customers were further classified as loyal or 
not based on these relationship states. By ac-
counting for the functional and unobserved rela-
tionship with a two-state hidden Markov model 
and taking estimation into account via an optimal 
estimation method for the transition 

probabilities, the empirical results show that the 
model not only takes care of the dynamic effect of 
interactions between the customer and the brand 
on the customer’s relationship state but also helps 
to establish a proficient structure for customer re-
lationship management. 
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